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A B S T R A C T

This paper presents an approach to create high-fidelity models suited for digital twin application of dis-
tributed multi-agent cyber–physical systems (CPSs) exploiting the combination of simulation units through
co-simulation. This approach allows for managing the complexity of cyber–physical systems by decomposing
them into multiple intertwined components tailored to specific domains. The native modular design simplifies
the building, testing, prototyping, and extending CPSs compared to monolithic simulator approaches. A system
of platoon of vehicles is used as a case study to show the advantages achieved with the proposed approach.
Multiple components model the physical dynamics, the communication network and protocol, as well as
different control software and external environmental situations. The model of the platooning system is used
to compare the performance of Vehicle-to-Vehicle communication against a centralized multi-access edge
computing paradigm. Moreover, exploiting the detailed model of vehicle dynamics, different road surface
conditions are considered to evaluate the performance of the platooning system. Finally, taking advantage of
the co-simulation approach, a solution to drive a platoon in critical road conditions has been proposed. The
paper shows how co-simulation and design space exploration can be used for parameter calibration and the
design of countermeasures to unsafe situations.
1. Introduction

During the last years, the development of technologies supporting
autonomous vehicles has consistently increased. These technologies
keep moving the field of autonomous vehicles toward regular deploy-
ment in our everyday life. The recurrent goal is to improve road traffic
and long-distance transportation by optimizing several factors such
as safety, costs, risks, and environmental sustainability by leveraging
autonomous or semi-autonomous driving systems, like the platooning
systems [1]. A platoon system relies on tight coordination among vehi-
cles to achieve stability and short inter-vehicle distance. Data collected
from onboard sensors are sent to other platoon members through a
communication network.

Platoon-based vehicular systems are complex Cyber–Physical Sys-
tems (CPS) where a coordination algorithm interacts with the plant of
the vehicles, consisting of the controller of the behavior of the vehicle
and the physical elements of the vehicle. In this context, simulation
techniques are suitable for handling the complexity of the CPS model
in the development process, as they enhance the detection of any prob-
lems that may occur in the early stage of design before the development
of the first prototype. The different subsystems of a CPS belonging
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to different domains need to be modeled with different languages
and tools, each tailored to the requirements of the specific subsystem,
so it is useful to exploit a co-simulation approach that enables the
heterogeneous simulation using multiple tools [2].

A technology that is rapidly evolving and gaining the interest of
many scientific research communities is the Digital Twin (DT), which
consists of a virtual replica of physical processes created and main-
tained in order to gather insights about its physical counterpart [3].
A digital twin enhances the classical modeling approach because it
involves the simulation of the model during the operational phase of
the system; more precisely the physical element, during its operational
life phase, continuously sends sensed data to its virtual counterpart,
which combines the received data with the results of the simulation for
monitoring, diagnostics, and predictive analysis and can autonomously
provide commands to the physical elements to help it perform its
assigned task, taking into account the results of the simulation.

The digital twin approach relies on multi-domain and multi-physics
models, requiring the combination of different high-fidelity sub-models,
e.g. networking model, thermal model, mechanical model, and electric
model [4,5]. One of the many challenges identified by the research
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community is the lack of a standardized approach for the creation
and combination of the models of the physical world that compose
the digital twin. Since these models belong to different domains, they
require different tools and formalisms whose interoperability can only
be achieved with great effort.

This paper exploits an approach of digital twin modeling based on
the co-simulation technique to create multi-physics models of vehicle
platoons suited for digital twin application, where, for example, tools
that specifically address the modeling of the physical part of the system
are coupled with tools modeling the information flow, using a well-
known standard for co-simulation. The main contribution of the paper
is to show how the modularity and flexibility of the approach can be
used to easily set up various simulation scenarios and to derive an
analysis of the system in different physical environments. In particular,
in the case of safety-critical situations, in addition to simulation, the
design space exploration feature, typically used for control parameter
optimization, can be exploited for better calibration of parameters for
safety.

The approach is introduced by means of a vehicle platoon example
where the physical world is represented by a number of vehicles, their
coordination algorithm, the road surface condition, and the network
protocol and infrastructure, each modeled with specific tools. Results
of the co-simulation runs show some of the advantages achievable with
the proposed approach.

This paper is an extension of [6], and the newly introduced elements
are: (i) a description of the proposed methodology for creating the
models suited for a digital twin with a co-simulation approach, (ii)
an application of the proposed approach with a more refined model
of the vehicle, that takes into account more complex longitudinal
dynamics of the vehicle, allowing the evaluation of the road surface
on the performance of the platoon, (iii) a more detailed model of V2V
communications that also takes into account the probability of packet
delivery failure, (iv) an application of the cross-domain Design Space
Exploration (DSE) where different co-simulation runs are executed with
different combinations of parameters belonging to different domains,
(v) the DSE is used to analyze the safety of the platoon under critical
road surface conditions.

The remaining of this paper is organized as follows: Section 2 in-
troduces related work on the main subjects of the paper: co-simulation
and platooning. Section 3 introduces base information on the technolo-
gies involved in this paper, namely the Functional Mockup Interface
co-simulation, the car platooning and the 5G and Multi-access Edge
Computing network technologies for platooning. Section 4 describes
the proposed approach, introducing the steps required for its appli-
cation. Section 5 provides the different models used for the platoon
co-simulation and their combination. Section 6 shows and discusses
the obtained results. Section 7 highlights advantages and limits of the
proposed approach. Finally, Section 8 concludes this paper, hinting at
some future directions of this work.

2. Related work

Co-simulation (coupled simulation) allows the possibility to assem-
ble a large simulation model out of pre-existing and possibly inde-
pendently developed models, using the most appropriate simulators
for each subsystem [7]. This is especially important for digital twin-
oriented simulation of a CPS and for human-centered CPS model-
ing [8]. Among many others, recent examples of the application of
co-simulation to cyber–physical systems are [9] where co-simulation
is used to model a research vessel, suggesting that the co-simulation
can be considered as an enabling technology for the digital twin of
maritime vessels, [10] a technical report where a simple yet highly
reproducible example of a digital twin is created and discussed, [11]
where co-simulation and formal verification are used together to pro-
vide guarantees on the stability of the control algorithm for a brushless
36
motor, and [12] where co-simulation has been successfully used for
space coverage tasks of drones.

Platooning aims at improving road utilization and reducing fuel
consumption thanks to the reduced inter-vehicle distance. Research
communities have been working on platoons for almost four decades
and count many successful research projects [13–17]. In [18–20] mul-
tiple experiments are conducted to quantify the fuel saving thanks to
the drag reduction effect, showing a reduction in gas consumption up
to 12%.

In order to achieve good performance in road utilization and fuel
consumption the platoon formation must be preserved. In particu-
lar, inter-vehicle distance and string stability [21] properties must be
guaranteed. To coordinate platoons vehicle-to-vehicle (V2V) commu-
nication technologies have been traditionally used, leveraging IEEE
802.11p and side link (PC5) 3GPP C-V2X [22,23]. Recently, an al-
ternative option to the V2V paradigm has become available thanks
to the introduction of a 5G network and edge computing, which can
support latency-sensitive applications and computation close to the
network edge. Some recent works [24–28] have proven the feasi-
bility of edge-assisted platoon, moving the computation of the pla-
toon instructions exploiting edge computing facilities. Moreover, this
new paradigm overcomes the typical V2V problems, such as radio
interference, shadowing, and multi-hop transmissions.

Simulating the motion of a vehicle requires the calculation of the
traction force, generated on the wheels, and all applied resistance
forces [29]. The traction force results from the complex interaction
between the tire and the road and is a nonlinear function of driving mo-
tor torque and road types (see Burckhardt’s [30]). All resistance forces
include aerodynamic load losses and wind gusts (normally modeled as
stochastic Dryden [31] winds). The driving torque can be obtained by
various methods ensuring robustness and energy preserving [32–36].

As for the simulation framework for platooning (e.g., [24,37]),
they are based on SUMO [38] (Simulation of Urban MObility), which
provides only a partial model of the vehicle dynamics. For example,
in [39] a model for a more realistic engine-braking system has been
proposed and implemented in SUMO. However, this model neither
considers the whole complexity of vehicle dynamics nor drag effects
while our proposed approach not only includes road surface conditions
but also wireless communications.

Recently, in [40] an integrated simulation tool for evaluating pla-
toon safety is proposed, which includes a module for real-time predic-
tion of communication delay. Adjustment of inter-vehicle gap according
to safety constraints is suggested and Machine Learning modules are
used as on-board predicting tools for communication, network and
traffic parameters. The objective of the work is to analyze the impact
of the transient communication outages on platoon safety. This work is
based on ad hoc coupling of simulators: SUMO and OMNeT++.

Our proposed approach, instead, overcomes this limitation by ex-
ploiting standard interactions between models created from different
tools thus allowing a co-simulation that combines network infrastruc-
ture with the detailed dynamics and control algorithms of vehicles.
Moreover, design space exploration is suggested for investigating pa-
rameters setting for improving safety in critical scenarios. In [41], a
common virtual test framework that incorporates multiple interacting
and communicating vehicles is applied to a platooning application.
Similarly to our work, model-in-the-loop simulation for a Cooperative
Adaptive Cruise Control was conducted. With respect to [41], our
approach is able to investigate and compare different communica-
tion technologies, showing that edge computing can be exploited to
implement a mitigation strategy to improve the system safety.

3. Background

This section provides detailed background on the technologies in-

volved in this work and on the platoon case study.
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3.1. FMI co-simulation

The Functional Mockup Interface (FMI) [42] is a tool-independent
standard for the co-simulation of dynamic systems. The main ele-
ments of an FMI-compliant co-simulation are the Functional Mockup
Units (FMUs), which are responsible for simulating a single model in
the specific formalism and execution environment used to create the
model itself. An FMU may carry a whole simulation environment (tool
wrapper FMU), or just information needed by an FMI-compliant host
environment to simulate the model contained in the FMU (standalone
FMU). FMU execution is orchestrated by a master algorithm, which
is in charge of exchanging consistent data among the active FMUs.
The master algorithm used in this work is Maestro2 [43], developed
by the INTO-CPS Association, a result of the INTO-CPS project [44].
Orchestration is obtained through a set of standard APIs, defined by the
FMI standard and implemented independently by each FMU, including,
for example, initialization functions, functions for data exchange, and
a function that moves the state of the FMU forward in time by one
simulation step. At the time of writing, the FMI standard has just
evolved to version 3.0, which extends the set of APIs allowing new
features, such as, for example, improved event handling across FMUs
and support for the packaging of virtual electronic control units into
the FMUs [45].

The co-simulation approach based on FMI standard is different
from other modular approaches, e.g. PLEXE [37] based on OMNeT++
simulator, and allows more flexibility: (i) different simulations com-
ponents can be combined using FMI standard rather than relying on
specific interfaces; (ii) each FMU can be developed in any programming
language and (iii) the reuse of available simulation components is easier
avoiding complex software rewriting.

3.2. Platooning

Platooning offers the opportunity to organize fleets of vehicles in
groups traveling at short inter-vehicle distances reducing fuel con-
sumption and enhancing road utilization. Maintaining platoon stability
in dynamic and unpredictable road traffic conditions is challenging
and requires tight cooperation among the platoon’s vehicles. A recent
and comprehensive overview of platoon coordination approaches is
provided in [17]. In general, platoon coordination requires an inter-
twined system between onboard sensors/actuators and communication
protocols.

A platoon control system is in charge of maintaining a specific inter-
vehicle spacing policy (e.g., fixed space or constant headway time) and
guaranteeing string stability irrespective of potential external pertur-
bation. The control is realized through a control specifically designed
and tuned to maintain the aforementioned platoon properties. One of
the most popular control laws is Cooperative Adaptive Cruise Control
(CACC) from the PATH project [15]. The goal of CACC control law is
to provide specific longitudinal acceleration instructions to maintain
fixed inter-vehicular distance and string stability. In particular, for each
vehicle, CACC computes acceleration instructions using the data of the
preceding and leader cars, in addition to the data of the vehicle itself.
Data are exchanged among vehicles through wireless communication
relying on network communication protocols, as it is discussed in the
following.

Traditionally, the communication within a platoon is realized
through V2V paradigm [22] using IEEE 802.11p and side link (PC5)
3GPP C-V2X [23]. This approach does not require any supporting
infrastructure and the platoon is managed in a completely distributed
fashion. In spite of the advantages in terms of deployment, V2V solu-
tions suffer from several problems that limit their scalability and effec-
tiveness. Uncoordinated access to radio channel is challenging because
increases communication delays due to channel access contention. To
overcome this limitation sophisticated transmission scheduling algo-
rithms must be implemented onboard vehicles [46], however, these
37
solutions do not completely solve the problem, in particular in scenarios
of a high density of vehicles and high speed. Another drawback of V2V
communication is the high sensitivity to radio shadowing phenomena
specifically in presence of large vehicles, causing significant packet
loss. Moreover, long platoons are not trivial to be managed due to
the limited communication range of on-board radio which requires
multi-hop communication incurring extra delays. To overcome these
limitations a novel approach relying on the 5G mobile network and
Edge Computing has been investigated as we will discuss in the next
section.

3.3. 5G and MEC for platooning

The last generation of mobile network (5G) together with the in-
troduction of Edge Computing architecture has unleashed new oppor-
tunities for the automotive domain. The 5G New Radio (5GNR) and
the revolutionary concept of network slices allow network operators
to deploy tailored services with stringent delay and reliability require-
ments. Moreover, the emergence of the Multi-access Edge Computing
(MEC) standard architecture defined by ETSI [47] has provided a
unified framework for deploying applications and services at the edge
of the network [48]. MEC brings computation and storage capabilities
to the edge of the network exploiting cloud computing virtualization
technologies and dramatically reducing communication delays.

The automotive domain can benefit from these new technologies
making possible the deployment of delay-sensitive supporting services.
In this new setting, platooning can rely on the base stations to effi-
ciently manage all radio communications through an effective MAC
layer, by reducing inter-vehicle interference and shadowing effects. At
the same time, the control of the platoon can be removed from vehicles
and moved to a centralized service running on an edge server. This
approach eases the support of long platoons and even multi-platoon
compositions. Moreover, facilitates integration with other intelligent
transportation systems already available at the edge.

In edge assisted platoon, each vehicle sends state information to the
platoon controller which is implemented as a virtual network function
deployed on an edge server. The platoon controller is responsible
for computing acceleration instructions and sending them back to
the platoon vehicles. All the communications between vehicles and
platoon controller rely on the mobile network. Of course, an edge-
assisted platoon depends on the availability of network coverage and
suitable Quality of Service (QoS) level for guaranteeing effective mes-
sage exchange and vehicle coordination. In particular, radio coverage
represents an essential element of the system and edge-assisted platoon
performance can be jeopardized by holes in coverage. However, the
increasing deployment of mobile networks in metropolitan areas and
along the main motorways diminishes the probability of a lack of
coverage. More details about edge-assisted platooning are available
in [24].

4. Proposed approach

This section describes the approach used for modeling, building, and
prototyping digital twin for CPS. A real CPS is a complex system made
of multiple intertwined components requiring expertise in different do-
mains. FMI standard allows the decoupling design and implementation
of distinct models focusing on their interaction interfaces.

Fig. 1 shows an example of CPS in the case of connected au-
tonomous vehicles (CAV). We can observe four main components in-
teracting with one another. The vehicle comprehends sensors and
actuators, which are required for collecting the status and imple-
menting the actions, as well as the physical dynamics of the vehicles
(e.g., power train, braking and steering systems, wheels, etc...). The
vehicle interacts with an external environment that models the road
surface, weather conditions, obstacles, and everything outside the ve-
hicle that could affect its motion. The coordination layer is responsible
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Fig. 1. Example of an agent.

for modeling the control law to generate the coordination instructions
(e.g., longitudinal acceleration). Finally, the network component mod-
els the communication among vehicles, in the case of V2V platooning,
or between vehicles and edge servers, in the edge-assisted platoon
scenario (V2E platoon).

In the following, we present the multi-step methodology for model-
ing, building, and prototyping digital twin CPS. The first step consists
of the bottom-up design of the CPS by modeling each (sub-)component
independently exploiting specific expertise from different domains and
the most suitable designing tool. Using the FMI standard we are able
to define the interactions of the different modules highlighting the
interplay among the components.

These interactions between the (sub-)components need to be in-
cluded in the architecture of the FMI co-simulation, and they are repre-
sented by the connection between the FMUs. The initial co-simulation
architecture can be used to validate the modeled system to make
sure that the selected components fit correctly together and that the
co-simulation runs exhibit the intended behavior in a non-critical,
standard scenario (e.g. no obstacles, safe environmental conditions, and
reliable network status).

Starting from the initial non-critical scenario, the next step in-
troduces the safety requirements of the system (e.g., safety distance
between vehicles and platoon stability) and exploits the co-simulation
results to the identification of critical points that could lead to misbe-
havior and violation of the safety conditions (e.g., high network delay
or prohibitive road conditions).

The following step is the configuration of testing scenarios focusing
on challenging situations that stress the system leading to possible
misbehaviors. Successively, the CPS model is co-simulated under the
test scenarios analyzing the variation of behavior exploiting design
space exploration tools. Thanks to the FMI-based design, this step is
straightforward and can be easily automated using well-established
tools [49].

The next step analyzes the results of co-simulated traces identifying
the conditions where the safety requirements are violated. This process
is performed both qualitatively, by means of GUI tools for checking
the general behavior of the system, and quantitatively by measuring
the level of requirement violation (e.g., the deviation from the target
distance). This step provides a better understanding of the critical
conditions that jeopardize the stability or even the safety of the system.

Following the analyses, it is possible to design and include mit-
igation techniques that eliminate or at least limit the most critical
situations. In line with FMI-based design, they are implemented as
(sub-)components directly in the CPS model by defining the param-
eters and the interactions among the other (sub-)components of the
38
model. Then the whole methodology is iteratively repeated to assess
the effectiveness of the mitigation techniques.

Summarizing, the proposed approach is based on:

• a multi-model paradigm, which allows different blocks to be
modeled with different languages and tools;

• the FMI co-simulation standard, as a fundamental technology for
the application of the DT approach;

• a toolchain with automated tools for co-simulation and design
space exploration, as well as a graphical view of results;

• evaluation of critical/unsafe conditions and introduction of miti-
gation techniques;

• evaluation of the effectiveness of the proposed mitigation solu-
tions.

In the next sections, we apply the described methodology to a
specific use case of a cooperative platoon system.

5. Platoon modeling

This section explains the different model techniques used to create
the different FMUs that compose the whole platooning system, and
the last subsection shows how to combine these FMUs to study the
co-simulation in the case of Edge architecture and in the case of V2V
communications.

5.1. CACC FMU implementation

The mathematical formalization of the CACC [15] is described by
the set of Eqs. (1), where the involved parameters have the following
meaning:

• 𝐶1 is the weighting factor between the acceleration of the leader
and the acceleration of the preceding vehicle;

• 𝝃 is the damping ratio;
• 𝝎𝒏 is the controller bandwidth;
• 𝑑𝑑𝑒𝑠 is the desired distance among the vehicles;
• 𝑙𝑖−1 is the length of the vehicle;

and the variables used are:

• 𝒙𝒊 is the position of the 𝑖th vehicle, �̇�𝒊 is its speed and �̈�𝒊 is the
acceleration; in particular �̇�𝟎 is the speed of the platoon leader,
and �̈�𝟎 is its acceleration;

• 𝒙𝒊−𝟏 is the position of the preceding car (w.r.t. the 𝑖th car), �̇�𝒊−𝟏
is its speed and �̈�𝒊−𝟏 is the acceleration;

• 𝜺𝒊 is the distance error between the vehicle i and the preceding
vehicle w.r.t. the target distance 𝑑𝑑𝑒𝑠;

• �̇�𝒊 is the delta speed between the 𝑖th vehicle and the preceding
one.

�̇�𝑖 = �̇�𝑖 − �̇�𝑖−1
𝜀𝑖 = 𝑥𝑖 − 𝑥𝑖−1 + 𝑙𝑖−1 + 𝑑𝑑𝑒𝑠
𝛼1 = 1 − 𝐶1, 𝛼2 = 𝐶1

𝛼3 = −
(

2𝜉 − 𝐶1

(

𝜉 +
√

𝜉2 − 1
)

)

𝜔𝑛

𝛼4 = − 𝐶1

(

𝜉 +
√

𝜉2 − 1
)

𝜔𝑛

𝛼5 = − 𝜔2
𝑛

�̈�𝑖_𝑑𝑒𝑠 = 𝛼1�̈�𝑖−1 + 𝛼2�̈�0 + 𝛼3�̇�𝑖 + 𝛼4(�̇�𝑖 − �̇�0) + 𝛼5𝜀𝑖

(1)

These equations have been easily expressed in C code and then the
FMU has been generated with PVSio-web [50]. The resulting FMU has
7 input variables (𝒙𝒊, �̇�𝒊, 𝒙𝒊−𝟏, �̇�𝒊−𝟏, �̈�𝒊−𝟏, �̇�𝟎, �̈�𝟎) and produces 1 output
(�̈� ) using the standard parameters values shown in Table 1.
𝒊_𝒅𝒆𝒔



Computer Communications 212 (2023) 35–47M. Palmieri et al.

T
u

𝑥

T
i
i
p

i
s
t
𝑇
s

𝐹

o
t
t
w
t
b
w
f

Table 1
CACC parameters values.

Parameter Value

CACC parameters

𝐶1 0.5
𝝃 1
𝝎𝒏 0.2
𝑙𝑖−1 4 m
𝑑𝑑𝑒𝑠 10 m

5.2. Platoon FMU implementation

The MATLAB/Simulink suite [51] is one of the most renowned
and qualified environments supporting block-based modeling. Simulink
bridges development from requirements and system architecture thanks
to a rich library of small components (e.g. PID controllers, integrator
blocks) easily combined through a flexible user interface based on the
drag-and-drop approach.

Each vehicle of the platoon is modeled in Simulink with a couple of
sub-models:

• a kinematic model capturing the speed constraints of the car;
• a dynamics model that produces the acceleration of the car, taking

into account environmental factors such as wind and road surface
friction.

he kinematic model takes as input the acceleration a of the car and
pdates speed 𝑣 and position x as shown in Eqs. (2).

�̇� =𝑎

̇ =𝑣
(2)

he equations adopted in this model represent a first-order system,
mplemented using two Simulink standard integrator blocks, whose
nitial values (initial speed and position) are stored in two model
arameters.

The dynamic model, inspired by [35] and shown in Fig. 2, takes as
nput the desired acceleration �̈�𝑑𝑒𝑠, the desired speed �̇�𝑑𝑒𝑠, and actual
peed 𝑣, and it produces the actual acceleration �̈� of the car according
o Eqs. (3), where 𝐹𝑎(𝑣) is the aerodynamic drag, 𝜇 is the road friction,

is the traction force, 𝐹𝑧 is the total normal load of the car, 𝜎 is the
lip ratio, 𝜔 is the wheel rotational speed.

𝑎(𝑣) =
1
2
𝜌𝐶𝑥 𝑆 𝑣2

𝜇 = 𝑐1(1 − 𝑒−𝑐2𝜎 ) − 𝑐3𝜎

𝑇 = 𝑚𝑅(�̈�𝑑𝑒𝑠 + 𝑘 (𝑣 − �̇�𝑑𝑒𝑠)) + 𝑅(𝐹𝑎(𝑣) +𝑊 )

𝐹𝑧 =
𝑚𝑔
2

+ ℎ
𝑙
�̈�𝑑𝑒𝑠

𝜎 = 𝜔𝑅 − 𝑣
𝜔𝑅

�̇� = 1
𝐼𝜔

(𝑇 − 𝑅𝜇 𝐹𝑧)

�̈� = 1
𝑚
(𝜇 𝐹𝑧 − 𝐹𝑎(𝑣) −𝑊 )

(3)

In particular, the computation of the actual acceleration �̈� depends
n the mass of the car 𝑚, the height ℎ of its center of mass from
he ground, the aerodynamic drag coefficient 𝐶𝑥, its frontal area 𝑆,
he wheel radius 𝑅, the air density 𝜌, the gravity acceleration 𝑔, the
heelbase 𝑙, and a control gain 𝑘 specifying the convergence rate of the

racking speed error, 𝑣− �̇�𝑑𝑒𝑠. Moreover, the traction signal is computed
ased on Burckhardt’s Road Surface Friction model (RSF) [30], in
hich 𝑐1, 𝑐2, and 𝑐3 are coefficients depending on the type of sur-

ace (i.e. wet, snowy, icy). Finally, the wind disturbance signal 𝑊 is
generated according to Dryden’s model which is a stochastic signal
obtained from a Gaussian white noise that is filtered by a suitable
39

transfer function as in [31].
As numerical values for the above parameters, we chose the nominal
values reported in [35].

It is possible to create a single Simulink model where any number
of vehicles is modeled by replicating the two sub-models many times;
by doing so, it is possible to easily obtain a model of the platoon.

As far as it concerns the platoon’s leading car, it is possible to
use a model whose acceleration is provided by a Simulink source
block representing a driver’s behavior (e.g. a sequence of trapezoidal
signals simulating a series of acceleration and braking commands, or a
sinusoidal wave for smooth changes). Such a platoon model is subject
to a constraint on the initial position of the vehicle: the cars should be
positioned according to their order in the platoon and the leading car
must be positioned in front of the platoon; in other words, users should
pay attention to the parameter value used for the initial position of the
integrator block of the leader’s kinematic sub-model.

Fig. 3 shows the model for the leading vehicle. It is possible to see
that the desired acceleration of the leader is provided through a signal
builder block where it is possible to design custom signals to match
different operations of the vehicle. In this specific model, the chosen
signal is a train of trapezoids with a height of 0.5 m∕s2. The inputs of
the dynamics sub-model are the desired acceleration, the desired speed
(which is the integral of the desired acceleration), and the actual speed.
The output of the dynamics sub-model is the actual acceleration, which
is forwarded to the kinematics block in order to produce actual speed
and actual position. The actual speed is then fed back to the dynamics
sub-model.

The model of the other vehicles is equivalent to the one of the
leader, with the only difference being that the desired acceleration
is provided as an external input. As a final remark on the model,
Simulink provides a native feature to export the whole model as a single
FMU, compliant with FMI standard, with the same number of inputs,
parameters, and outputs as the model.

Fig. 4 shows the model for a 5-vehicle platoon, where 4 cars (violet
background) follow a leading one (green background). The model has
4 inputs values (the 4 desired accelerations of the succeeding cars) and
produces 15 outputs variables (acceleration, speed, and position of all
the vehicles) along with 4 more outputs that represent the distance
between all couples of subsequent cars in the platoon.

5.3. V2V FMU implementation

In order to introduce network communication in the V2V architec-
ture, a Simulink model has been created. This model takes as input
three values (acceleration, speed, and position) for each vehicle and
merges them into a single message with the typical V2V frequency of
10 Hz. For each message, the model computes a random delay that
represents the MAC access delay (e.g. block TX Leader in Fig. 5),
using an exponential distribution with a mean value of 20 ms as
suggested in [52]. Then, for each intended destination of the message,
we used the model implemented in [53] to quantify the Packet Delivery
Ratio (PDR) to randomly assess if the packet is successfully received
(e.g. blocks RX Leader in Fig. 5). The PDR is based on the actual
distance between the source of the message and the destination.

Using such a model, it is possible to export an FMU from Simulink
that takes as input 15 variables (acceleration, speed, and position of
the leader and of the four following vehicles) and produces as output
the acceleration, speed, and position of the leader received by each
following vehicle (12 output variables), and, for each following vehicle,
the acceleration, speed, and position of the preceding vehicle (9 outputs
variables). It is important to notice that from the point of view of the
first following vehicle, the leader and the preceding one are the same.
Fig. 5 shows the detail of the FMU; for the sake of simplicity, a simple 3-
vehicles platoon is shown. Moreover, the figure uses a compact notation
where xX, vX, and aX stand for, respectively, the position, speed, and
acceleration of vehicle X in the platoon, considering vehicle number 1

as the leader.
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Fig. 2. Dynamics model of the vehicle.
Fig. 3. Vehicle model.
5.4. Edge network FMU implementation

The edge network is modeled by extending the standalone discrete
simulator presented in [24] to support FMI standard using UniFMU
[54]. This module simulates the whole mobile-edge network includ-
ing the user equipment (UE) and is written in Python programming
language. The module is made of three sub-modules: (i) the network
application running on-board each vehicle, which periodically reads
the data from the on-board sensors and sends them to the network;
(ii) the radio access network (RAN) which simulates the base stations
and manages the handover; and (iii) the edge computing facility which
simulates computational resources at the edge and the platoon con-
troller edge application. In Fig. 6 we show the schema of the edge
network module. The black arrows represent the uplink data flow
carrying all the information of onboard sensors, while the red arrows
refer to the downlink flow for delivering the desired acceleration. The
platoon controller, in the edge sub-module, is in charge of collecting all
data coming from vehicles and identifying which vehicles depend on
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the received data. In this work, we employ the leader-and predecessor-
following control topology which is the most suitable for CACC control
law.

Managing the platoon through the edge is subject to higher com-
munication delays than traditional V2V architecture1 because more
network nodes are involved in the communication between vehicles
and the edge controller. Moreover, mobile network delays are not
symmetric in general, usually, uplink delays are greater than downlink
ones. We model this characteristic using a pair of independent random
variables configurable through FMU parameters. Besides, we allow the
user to model the network delays at different levels of granularity. by
specifying uplink and downlink delays as simple random variables or a
chain of independent random variables. The second option allows for

1 This is true only when radio channel contention is low, in presence of high
vehicle density communication delays may increase due to higher contention
and interference.
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Fig. 4. Simulink Platoon model.
an arbitrarily complex model of mobile network as the one presented
in [55].

5.5. Co-simulation architecture

Fig. 7 shows the comparison between the two adopted architectures
for the 3-vehicles platoon. In both cases, 𝑁 + 2 FMUs are involved:

• the one with the physical laws defining the platoon, explained in
Section 5.2. The choice of having all the vehicles in a single FMU
simplifies the execution of the co-simulation because it requires
only one active instance of MATLAB to execute;

• the one with the network communication model (either the MEC
one generated from UniFMU, explained in Section 5.4 or the one
with the V2V channel explained in Section 5.3);

• 𝑁 FMUs for the vehicle controller generated with PVSio-web,
explained in Section 5.1, where 𝑁 is the number of following
vehicles (𝑁 = 2 for the 3-vehicles platoon).

The main difference between the two architectures is the transmis-
sion of the desired accelerations evaluated by the CACC algorithm. In
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the MEC case, the values are transmitted to the corresponding vehicle
through the MEC infrastructure and so the outputs of CACC FMUs are
connected to the MEC FMU which is in charge of transmitting them to
the corresponding vehicle in the Platoon FMU. On the other end, in the
V2V case, the CACC is computed on-board of the vehicle and therefore
the output of the CACC FMU is directly connected to the corresponding
vehicle in the Platoon FMU.

6. Co-simulation results

In this section we execute the co-simulation of a 5-vehicles pla-
toon. The co-simulation architectures introduced above are simulated
choosing different deployment scenarios with respect to the road sur-
face and observing the behavior of the platoon. Moreover, the DSE
tool is applied to analyze the system for different values of platoon
parameters.

All the co-simulations have been executed with a fixed-step co-
simulation algorithm with a step size of 10 ms. This value has been
chosen because it matches the order of magnitude of the delays taken
into account in the considered cases; it is possible to use a lower step
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Fig. 5. V2V (802.11p) FMU model.
Fig. 6. Edge network FMU model.
Fig. 7. Comparison of co-simulation cases for the 3-vehicles platoon.
size but it will lead to an increase in the required time to run the co-
simulation; a lower step size will give similar results, at the cost of more
time required to run the co-simulation. All the co-simulations have an
end time of 70 s. As far as concerns the parameters for the different
communication schemes, Table 2 summarizes the chosen values.

In Section 6.1, a dry road surface is considered; while in Section 6.2
the road surface changes from dry to icy, causing some problems to the
platoon that can be investigated with our approach.
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6.1. Non-critical scenario

In this scenario, we have considered a standard and safe situation
where the road surface is always dry. The main purpose of this scenario
is to validate the models and compare the behaviors of the two different
communication schemes (V2V and MEC).

From a macroscopic point of view, the platoon shows the same
behavior for both communication schemes. The results of simulations



Computer Communications 212 (2023) 35–47M. Palmieri et al.
Fig. 8. Co-simulation with a dry surface for both V2V and MEC.
Fig. 9. Comparison of distances with a dry surface.
Table 2
V2V and MEC parameters values.

Parameter Value

V2V parameters

Packet Size 190 Bytes
Transmission power 23 dBm
Data rate 6 Mbps
Vehicles density 120 veh/km
Exponential average delay 20 ms

MEC parameters

Fixed delay UL 10 ms
Exponential average delay UL 10 ms
Fixed delay DL 10 ms
Exponential average delay DL 5 ms

can be summarized in Fig. 8, which shows the accelerations and the
speeds of the vehicles of the platoon, except the leading car.

More precisely, in Fig. 8(a) it is possible to notice that at the
beginning of the co-simulation all the vehicles accelerate to reach
the target distance with the preceding vehicle and then, starting from
around time 50 all the vehicles converge to the same acceleration, the
train of trapezoids mentioned in Section 5.2. and the platoon reaches
the stability.

Fig. 8(b) represents the behavior of the speeds of all the cars. As
expected, the speed is the integral of the acceleration and therefore all
the speeds converge to the same value of approximately 17 meters per
second at the end of the simulation.

Since the two communication schemes produce similar speeds,
also the distances among the vehicles are macroscopically similar. In
Fig. 9(a) it is possible to see that all the distances converge to the
target distance of 10 meters in roughly 50 s. However, the behavior of
the platoon is not exactly the same. As an example, Fig. 9(b) shows a
detailed comparison between the MEC and V2V schemes considering
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the distance between the first two vehicles (Distance 1_2 in the
legend) and the distance between the last two vehicles of the platoon
(Distance 4_5 in the legend). The distance between the first two cars
converges with the target distance earlier than the distance between the
last two cars. Moreover, the distances in case of the MEC infrastructure
converge always faster than the distances in case of the V2V one.

Design space exploration analysis. In the following we show an ex-
ample of application of the DSE tool integrated in the co-simulation
framework for computing the mean error between the actual and the
target distance between vehicles in the platoon, assuming different
combination of values of parameters target distance and initial speed
of vehicles.

Table 3 shows the values of the mean error, assuming different
combination of values for the parameters target distance (ranging over
20 m, 15 m, 10 m) and initial speed (ranging over 3 m/s, 5 m/s) of
vehicle 2 and vehicle 4. Initial speed of the other vehicles is fixed
at 3 m/s. In the table, Distance is the target distance; Speed 2 and
Speed 4 are the initial speed of vehicle 2 and vehicle 4; Error MEC
and Error V2V are the mean error computed by the analysis in the
two communication schemes.

The mean error is evaluated as follows: (i) for each couple of sub-
sequent vehicles, evaluate the absolute value of the difference between
their distance and the target distance, (ii) sum the 4 differences and
then (iii) average the sum over time.

To avoid the initial transient where the error is high, the mean error
is only evaluated in the second half of the co-simulation. By comparing
the two communication schemes it is possible to state that the mean
error of the MEC infrastructure is always lesser than the one of the
V2V, for the considered combinations of parameters.

Overall, the application of the proposed approach showed that the
MEC infrastructure exhibits more stable behavior and thus less error
than the V2V case.

6.2. Critical scenario

In this deployment scenario, we have considered a dangerous sit-
uation where the road surface changes quickly from dry to icy. More
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Fig. 10. Co-simulation with the icy surface for both V2V and MEC.
Table 3
DSE analysis for MEC and V2V.

Distance (m) Speed 2 (m/s) Speed 4 (m/s) Error MEC (m) Error V2V (m)

20 5 5 1.26 2.82
20 5 3 1.32 3.06
20 3 5 1.40 3.17
20 3 3 1.53 3.40
15 5 5 1.44 3.26
15 5 3 1.53 3.50
15 3 5 1.60 3.61
15 3 3 1.70 3.84
10 5 5 1.64 3.71
10 5 3 1.75 3.95
10 3 5 1.89 4.05
10 3 3 2.01 4.29

Fig. 11. Distances evolution with the icy surface.

recisely, the road surface is dry for roughly the first 15 s, then it is wet
ntil around time 27, then it is snowy till around 50, and then gets icy
ill the very end. This scenario is obtained by simply changing three
arameters in the platoon FMU that represent the time at which the
oad surface changes from dry to wet (15 s), from wet to snowy (27 s),
nd from snowy to icy (50 s). All the other parameters are exactly the
ame used in the previous, non-critical, scenario.

Also in the case of different road surfaces, from a macroscopic point
f view, the platoon shows the same behavior for both communication
chemes. Fig. 10 shows the accelerations and speeds of the following
ehicles. In Fig. 10(a), it is possible to notice that, when the road
urface is wet the behavior of the vehicles is very close to the one of
he non-critical scenario (see Fig. 8(a)).

The rapid transition to a snowy surface only leads to a peak in the
cceleration of the cars but in the last 20 s (i.e. when the road becomes
cy), the acceleration change drastically, and all the vehicles converge
o the same behavior different from the desired trapezoidal train.
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Table 4
DSE analysis of the changing time of the target distance.

Safe Changing time (s)

True 47
True 48
False 49
False 50

Fig. 10(b) shows the behavior of the speeds in the last 20 s of the
simulation, and it is possible to see that all the vehicles are faster than
their preceding ones.

This is the worst result ever as it means that the cars will eventually
collide, as confirmed by Fig. 11, which shows the evolution of distances
through the last seconds of the simulation and clearly shows that, in the
end, these distances are below the target distance (the blue line in the
figure) and tending to zero.

6.2.1. Mitigation
Possible mitigation to this problem is the usage of a dynamic target

distance. Assume the vehicles linearly increase the target distance
from 10 to 30 m, as soon as they perceive the icy road. Dynamically
varying the target distance leads to a temporary loss of string stability
property, however, in critical conditions, preventing vehicle collisions
is a priority w.r.t. the platooning properties.

V2V communications. In case of V2V communications icy road is
perceived exactly at time 50, when the road changes from snowy to icy.
As shown in Fig. 12(a), for the V2V case, this strategy is not sufficient,
as the distance between vehicles 1 and 2 still tends to zero.

MEC communications. As far as concerns the MEC infrastructure, we
assume that the platoon controller can benefit from integration with
other MEC services in charge of monitoring and predicting road surface,
and can promptly trigger the mitigation maneuvers in advance with
respect to the V2V case.

With the DSE analysis, it is possible to search for different values
of reaction time, i.e. the time at which the vehicles start increasing
the target distance, and find a value that avoids the collision. Table 4
shows the results of such analysis, where Safe equal to ‘‘false’’ means
that there is at least one distance between any 2 subsequent vehicles
that drops below 10 meters (leading to a dangerous situation and
possible collision), ‘‘true’’ means that no distance drops below 10
meters (leading to a safe condition) and Changing Time is the time
at which the cars start increasing the target distance. It is possible to
state that reacting 2 s earlier with respect to the V2V case (50 is the
time at which icy road is physically perceived) is sufficient to avoid the
collision, as shown in Fig. 12(b) where the Changing Time is 40 and

it is possible to see that all the distances do not fall below 10 m.
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Fig. 12. Comparison of distances with the target distance in case of the proposed mitigation.
7. Discussion

The co-simulation approach to CPS modeling and analysis proposed
in this paper essentially consists in modeling the controller, the physical
parts and the communication network with domain-specific tools. The
main advantages of this approach are modularity and flexibility of the
co-simulation architecture. In addition, by exploiting the FMI standard,
models at different levels of abstraction can be interchangeably used
for a specific component, only replacing the FMU of the component,
without affecting the other components. For example, the V2V commu-
nication channel was first modeled by a delay FMU (see the conference
paper), and successively refined with a more detailed model in this
paper.

Another benefit of the proposed approach is the component
reusability. As discussed in Section 3.1, co-simulation based on FMI
standard makes the usage of previously developed components easier
than standalone/monolithic simulation approaches. As a matter of
fact, we combined different components, some of which have been
previously developed by the authors (e.g. MEC [24] and Dynam-
ics/Kinematics [35] of a Vehicle), while others have been taken from
the literature (e.g., V2V communication module [53]). Moreover, the
re-usage of already developed components allows fast prototyping
simulation environments for digital twins.

Simulation of a real-world environment is computationally expen-
sive. In particular, the size and the level of realism of the model strongly
affect the simulation time and the amount of required computing
resources. For these reasons, the modeling and the design of the co-
simulation should balance the model complexity and computation time
according to the goal of the experiments. For example, the number
of vehicles in the platoon is a parameter that strongly influences the
simulation time. In our experiment, we simulate a platoon of 5 vehicles,
which represents a trade-off between tractable and significant scenar-
ios. To partially overcome this limitation, techniques like distributed
co-simulations could be used to improve the framework’s scalability,
allowing the modeling and simulation of larger and more complex
systems.

In addition, many different real-world environment factors can be
modeled in the digital prototype, for example, road surface, drag effect,
wireless medium, and even driver behavior. All these aspects can be
modeled with domain-specific tools and can be put in co-simulation
(e.g., Simulink, OpenModelica, C-language, ⋯). Obviously, to keep
the model and the analysis tractable, a careful selection of the most
relevant features is essential, taking into account both the objective of
the analysis and the resulting model complexity.

In the same vein, the prototype can also be used to evaluate the
robustness of the distributed controller with respect to vehicle model
uncertainties. This includes, for example, the possibility of testing and
evaluating the impact of imprecise knowledge of vehicle parameters,
such as mass, drag coefficient and its frontal area, on the overall
performance of the system; in fact, the values of all these parameters
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are known only nominally, and so testing the effectiveness of the
controllers used, based on these values, becomes an essential feature.
Of course, establishing the amount of parameter uncertainty that does
not cause instability is a challenge and an open problem, but the co-
simulation approach can be used to provide some conservative limits
and boundaries.

The proposed co-simulation approach introduces a non-negligible
computational overhead due to the co-simulation architecture of the
FMI standard. Indirect interaction among modules leads to longer sim-
ulation time compared to standalone/monolithic simulators. However,
this limitation is largely compensated by the high degree of flexibility
offered by the co-simulation.

Finally, the proposed framework natively supports the design space
exploration analysis, that can be applied for calibration of system
parameters with respect to an objective function. This technique has
been successfully used to validate a mitigation strategy for a safety
issue, as shown in Section 6.2.1.

8. Conclusions

In this paper, a co-simulation based approach for building models
that can compose the digital twin of a platoon-based Vehicular CPS
has been presented. During the co-simulation, the platoon coordination
algorithm is coupled with a model for vehicle dynamics and a module
that includes a network communication protocol for the exchange of
data among the vehicles.

The FMI co-simulation standard has been used to integrate the
physical component with the Edge-based infrastructure and to analyze
and evaluate the results. The heterogeneity of the different sub-models
has been managed by different tools for the FMU creation, PVSio-Web
for the C code implementing the CACC algorithm, Simulink for the
differential equations describing the plant behavior and UniFMU for
the Python module of the network simulation.

Moreover, we have shown the benefits of the co-simulation ap-
proach, which has allowed us to easily prototype different scenarios by
exploiting the FMI standard and reusing already available models. In
particular, the results show that in the non-critical scenario, the CACC
algorithm performs in a correct manner, satisfying stability and com-
municating the desired acceleration to the physical system. However,
the safety of the system is not guaranteed in the critical scenario where
the road surface condition changes quickly into an icy road.

Following the steps of the proposed approach, the co-simulation
has provided data on a possible mitigation technique consisting of
increasing the inter-vehicle target distance when the road becomes
icy. The co-simulation experiments show that knowing the information
about the road condition in advance can improve the safety of the
platoon vehicles.

Starting from the work presented here, possible future developments
are:
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• Extend the proposed approach with guidelines on the actual
implementation of the digital twin, including the communica-
tion between the physical world and the digital twin, exploiting,
for example, the MQTT protocol, as suggested in [56],

• Enhancing the network modeling, including channel behav-
ior, for example using OMNeT++ [57] to model V2V or MEC
communications.

• Explore distributed co-simulation as a technique for enhancing
the prototyping of large CPS, splitting the computational demand
on different machines.

• Studying threats related to cyber-attacks, to evaluate their
impact on the platoon through model-based attack injection tech-
niques exploring the digital twin e.g. [58]. In such situations, the
platoon should be able to react quickly to prevent collisions.
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